Economy Constraints on Temporal Subordination

We argue that that economy principles govern the steps in – and the representations generated by – the temporal computation of a given sentence. We show that the typology of temporal construals, as well as morphological and semantic restrictions on the combinations of tenses in subordinate clauses, be it complement or adjunct clauses , follow directly from the following 2 economy constraints.

(i) Anchoring a subordinate clause into a matrix must yield an optimal output. The output is optimal when the two times for which the speaker makes a statement –that is, the matrix and subordinate Asssertion-Times (ast-ts; in the sense of Klein 1995)– end up ordered relative to each other. 

(ii)
A given temporal construal must be achieved in an optimal manner: no step in the temporal derivation may be semantically vacuous, temporally uninformative. That is, each step must yield a temporally distinct interpretation.

I. 
Restrictions on Tense Combinations in Matrix and Adjunct Clauses
1. Restrictions on the occurrence of tenses in adjunct clauses: (1a) vs. (1b) 

a.
Max left after/before/when Sue arrived
b.
*Max left after/when/before Sue will arrive





*Max will leave after/when/before Sue arrived

2. Restrictions on the interpretation of tenses: Max will leave after /when/before Sue arrives 


[Grammatical but only under a future shifted construal of the present in the adjunct.]

Theses restrictions fall out uniformly from the principles (i-ii). [We assume a model of temporal interpretation where tenses are 2-place predicates of temporal ordering; D&UE 2000, Stowell 1993.]

3.

Temporal derivation of *Max will leave after Sue arrived
i.
Compute the temporal interpretation of the matrix Max fut leave:
ut-t ___ ast-t1
ii.

Compute the temporal interpretation of the adjunct Sue past arrive:
ast-t2___ut-t


Output of (i) & (ii):
ast-t2___ut-t__ ast-t1 
(that is, ast-t1 after ast-t2)
iii.

Compute the temporal contribution of the connective after:



ast-t1    afterconnective ast-t2
(that is, ast-t1 after ast-t2)

Step (iii) in the derivation is temporally uninformative, vacuous, as it yields an output non-distinct from the output of steps (i) & (ii) combined. The economy constraint in (ii) is thus violated. The generalization that emerges is simple. When a temporal adjunct is merged into a matrix clause, the ordering relation between the ast-ts of each clause must be established by the temporal connective itself, as the function of the connective is precisely to order the matrix and adjunct ast-ts. The derivation in (3) fails because the order between the matrix and adjunct ast-ts is already established by the respective tense in each clause.


The computation of *Max will leave before Sue arrived is given in (4). The derivation fails to order the ast-ts: it yields the contradictory orderings of the ast-ts in (ii)-(iii)). Principle (i) is thus violated.
4i.

Compute the temporal interpretation of the matrix Max fut leave:
ut-t ___ ast-t1
ii.
Compute the temporal interpretation of the adjunct Sue past arrive:
ast-t2 ___ ut-t


Output of (i) & (ii):

ast-t2 ___ ut-t ___ ast-t1
iii.

Compute the temporal contribution of the connective before:
ast-t1 ___ ast-t2
In contrast, the derivations of the sentences in (1a) will converge as they yield semantically well-formed outputs, satisfying (i-ii). In particular, the connective contributes semantically to the ordering of the ast-ts. Thus, in Max left before Sue arrived, the connective before contributes to the temporal computation of the sentence by establishing the relative ordering of the past ast-ts in the matrix and adjunct clauses.
II.
Anchoring Temporal Adjunct Clauses vs. Complement Clauses
As is well known, complement clauses can yield dependent construals. (5a) illustrates the dependent construal of (5), with a Past under a Past. Under this reading, the external argument of T° in the complement clause is anaphorically anchored to (bound by) the matrix ast-t (ast-t1). The embedded Past Tense then orders its external argument (identified with ast-t1) after its internal argument ast-t2. The embedded Past Tense thus (indirectly) orders the past time of saying after the time of kissing.

5.
Max said that Lou kissed Billie
6.
Max will say that Lou will kiss Billie

5a.
Dependent (past shifted/anaphoric) construal

5b.
*Independent (non shifted/deictic) construal



ast-t 2
ast-t1
ut-t

 ast-t1
ast-t2
   ut-t 

 —[—————]———— — [—————]————|——>

——[—————]——————[—————]————|——>


kissing
saying

 saying
kissing
The independent construal of the complement clause in (5) is not available. Under this reading (5b), the external argument of T° in the complement clause is deictically anchored to the ut-t. The embedded Past Tense then orders its external argument (identified with the ut-t) after the ast-t of the complement clause (ast-t2). The time of kissing is thus (indirectly) ordered in the past with respect to the ut-t. ast-t2, however, remains unordered with respect to the past matrix ast-t (ast-1). This incorrectly predicts that (5) allows the reading in (5b) where the past time of kissing follows the time of saying. 


In contrast to complement clauses, temporal adjunct clauses always yield independent construals. That is, the external argument of Tº in an adjunct must be deictically anchored to the ut-t. This difference between complement and adjunct clauses is not stipulated: it falls out automatically from the economy principles in (i-ii). That is, anaphorically anchoring the external argument of Tº in an adjunct clause will always be ruled out for either of two reasons. [1] At the point in the derivation where the temporal contribution of the connective is computed, it no longer contributes to the temporal ordering of the ast-ts. As this step in the derivation is semantically vacuous, (ii) is violated. [2] Alternatively, the derivation yields a temporally uninterpretable (contradictory) ordering of time spans, violating (i). Temporal anchoring of before and after adjunct clauses into the matrix can thus only be established via the temporal connective. In contrast, temporal anchoring of the complement clauses (5-6) into the matrix can only be established anaphorically, as illustrated in (7) below.

III.
The Typology of Construals in Complement Clauses

We account for the distribution of (in)dependent construals (enforced, optional, or proscribed) in complement clauses with eventive verbs. We take the null hypothesis to be that the external argument of T° in a subordinate clause – henceforth, the anchor-time – can be freely set either to the ut-t, or to the matrix ast-t (ast-t1). When the external argument of T° is identified with the ut-t, the temporal anchoring of the subordinate clause is deictic. When the external argument of T° is controlled by ast-t1, the temporal anchoring of the subordinate clause is anaphoric. For concreteness, we assume the default setting for the anchor-time to be the ut-t. Resetting to the matrix ast-t is free –as long as the resulting derivation/output satisfies the economy principles in (i-ii). This proposal yields 4 scenarios for complement clauses: Obligatory/Optional/Vacuous/Proscribed resetting of the anchor-time in the complement clause.

Obligatory Resetting of the Embedded Anchor-Time to the Matrix ast-t. 

Why is the dependent construal enforced in (5-6)? We argue that past/future shifted readings obligatorily arise when merging a complement clause into a matrix requires resetting the anchor from its default value (ut-t) to the matrix ast-t in order to satisfy economy constraints. Deictic anchoring of the complement clause in (5) does not yield an optimal output: the ast-ts of the matrix and the complement in (7i-ii) are each ordered in the past relative to the ut-t but remain unordered with respect to each other, violating (i). 
7i.
Max past say:
ast-t1 ___ ut-t
7ii.
Lou past kiss Billie:
ast-t2 ___ ut-t


( Anchor-time is the ut-t ( Output of steps (i) & (ii) is not optimal: (i) is violated.

Resetting the anchor-time from its default value to the matrix ast-t is consequently required in order to achieve a relative ordering of the ast-ts. The resulting derivation (7i-ii’) converges: it yields the optimal output in (7iii) where the ast-ts are ordered relative to each other. A past-shifted reading thus obtains.
7ii’.
Lou past kiss Billie ( Subordinate anchor-time reset to ast-t1:
ast-t2 ___ ast-t1
iii.
( Output of (i) & (ii) optimal:
ast-t2 ___ ast-t1 ___ ut-t
Optional Resetting of the Embedded Anchor-Time to the Matrix ast-t. 

Resetting the anchor-time from its default value (ut-t) to the matrix ast-t is not always enforced. Thus, in (8), resetting is a legitimate (that is, temporally informative) step. Resetting, however, is optional/free.

8.
Max will say that Lou is kissing Billie


i.
Max fut say:

 ut-t ___ ast-t1
ii.
Lou pres kiss Billie ( anchor-time is the ut-t: 
(


( Output of (i) & (ii) optimal

ast-t2


ii’.
Optional Resetting of the anchor-time to ast-t1
 ut-t ___ ast-t1





 (



ast-t2
Under the reading in (8i-ii), the (matrix) time of saying follows the time of kissing, itself simultaneous with the ut-t. Resetting the anchor-time to ast-t1 yields the temporally distinct output (8ii’): the future time of saying is now simultaneous with (and not subsequent to) the time of kissing. Resetting the anchor-time in (8) is temporally informative and, thus, legitimate –but not enforced as was the case in (7).


Resetting the anchor-time can have an overt morphological reflex –e.g. the will/would alternation in say Max said that Lou will/would kiss Billie. Assuming will and would are derived from the abstract predicate woll (Ogihara 1989), then resetting the anchor from the ut-t to the matrix ast-t will have an overt morphological reflex. When the anchor-time of the embedded clause is the ut-t, then the future in the embedded clause is spelled out as will. In contrast, when the anchor-time of the embedded clause is the past matrix ast-t, the future in the embedded clause is spelled out as would.
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