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Abstract

The current report describes the work done for an experiment on the automatic classification of Prepositional Phrases as arguments or adjuncts. It was realized in the frame of the project: Multi-lingual Automatic Lexical Acquisition (MALA). 

Based on the semantic and syntactic properties of arguments and adjuncts, we have developed diagnostics that are able to significantly improve the performance of a decision tree induction algorithm. The diagnostics are statistical counts inspired by linguistic theory. We have improved the diagnostics developed by (Merlo and Leybold 2001) for the cases of Prepositional Phrases attached to the verb, and we have created new ones for the cases of Prepositional Phrases attached to the noun. The data has been extracted from the Penn treebank.

Moreover, we have clustered the words in our data into classes using the WordNet lexical database in order to maximize the counts and test the hypothesis that the notion of semantic class is important for the distinction at hand. 

We have performed experiments aiming at a binary classification of items into arguments and adjuncts and, also, aiming at a triple and quadruple classifications. This has been done in order to test the innovative hypothesis that the concepts of argument and adjunct are not binarily differentiated but rather that they correspond to two opposite extremes of a continuous distribution of properties. 

We have also made some preliminary experiments to test the hypothesis that the knowledge on the argumenthood status of constituents makes a contribution in the decision on their attachment 

The results we have obtained have confirmed all these hypotheses. They have also shown that, while the methodology greatly improves the distinction between arguments and adjuncts attached to the verb, it does not make a great improvement on the distinction of arguments and adjuncts attached to the noun, because the decision is mostly determined by the preposition.
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1. Introduction 

The automatic distinction between arguments and adjuncts is necessary for the acquisition of argument structure, which is an essential kind of information that a lexicon utilizable in Natural Language Processing must include. 

As an overall definition of the notions at hand, an argument is selected by its lexical head, while an adjunct is not. It is a difficult distinction because the criteria given by the linguistic theory are often contradictory: even native speakers find difficulties in agreeing on such a judgment. 

The methodology we present here is based on the different linguistic criteria found in the literature. It consists in developing diagnostics that we approximate statistically on corpus counts and that we use as input features for a decision tree induction algorithm. 

We have performed experiments aiming at a binary classification of Prepositional Phrases into arguments and adjuncts, both for verbal phrases and for nominal phrases. We have also aimed at triple and quadruple classifications. This has been done in order to test the innovative hypothesis that the concepts of argument and adjunct are not binarily differentiated but rather that they correspond to two opposite extremes of a continuous distribution of properties. 

We have also made some preliminary experiments in the direction of testing the hypothesis that the knowledge on the argument status of constituents makes a contribution in the decision of their attachment. 

2. Preparation of data

2.1 Extraction of data from the Penn Tree Bank

All the data used for the experiments were newly extracted from the Penn Tree-bank using the t-grep tools. Although we had already available a corpus with some of the data we needed (Leybold, 2001), we decided to completely redo the extraction to make it more accurate. The existing corpus consisted of sentences with Prepositional Phrases after the direct object. We extended the extraction to include intransitive verb sentences and nominal phrases. 

Moreover, in comparison to the corpus described in (Leybold 2001), the new extraction has been more exhaustive in searching all the possible patterns that can contain the configurations we were looking for. In particular, passive sentences and sentences containing a phrasal object have been included.

On the other hand, attention has been paid not to extract overlapping data, which was an error we found in the existing corpus. This is to say, that Prepositional Phrases were found more than once, each time as part of a different structural configuration. For example, the sequence “using crocidolite in filters”, a tuple of the structure [vp V NP PP] found in the 1PP file, is in fact a sub-sequence of the sentence “using crocidolite in filters in 1956”, which appeared again in the 2 PP file , this time as a tuple of the structure [vp V NP PP PP]. As a result, the corpus was artificially oversized. 

To overcome this problem, search patterns for the t-grep tools were written in such a way that they would not match overlapping data: when searching for a sequence of one single PP attached to the verb, for example, multiple PP sentences were discarded. 

We created four different corpora: two main ones containing the data we used for the experiments, and two additional ones that we used for the counts of the Iterativity measure (see sections 3.1.3. and 3.2.2.). 

For the experiments, we created a corpus for verb attachment and another one for noun attachment.

The verb attachment corpus contained sentences with a single prepositional phrase, both after transitive and intransitive verbs. The grammatical structures possible for the pattern are shown and exemplified in the table below, with their frequencies in the corpus. In the example column, the head words of some sentences of example are shown, with the words extracted in the corpus in bold:

	Configuration
	Structure
	Frequency
	Example

	Transitive

Passive

Sentential Object

Intransitive
	[vp V NP PP]

[vp NP PP]

[vp V NP PP]

[vp V PP]
	4718

255

99

6162
	join board as director
tracked (yield) by Report
continued (to_slide) amid signs
talking about years

	Total
	11234
	


The noun attachment corpus contained sequences of nominal Pphrases with a single PP attached to them. We included NPs in many different structural sentence positions, as the table below exemplifies:

	Configuration
	Structure
	Freq.
	Example

	Single Noun Phrase
	[np NP PP]
	8288
	form of asbestos

	Object of Transitive I
	[vp V [np NP PP]]
	9132
	have information on users

	Object of transitive II
	[vp V [np NP PP] PP]
	931
	dumped sacks of material into bin

	Second Noun Phrase
	[np NP [pp P [np NP PP]]]
	1013
	exports at end of year

	Complement of Object
	[vp V [np NP [pp P [np NP PP]]]]
	1285
	lead team of researchers from institute

	Complement of PP
	[vp V NP [pp P [np NP PP]]]
	1132
	imposed ban on all of asbestos

	Intransitive with PP
	[vp V [pp P [np NP PP]]]
	202
	appear in journal of medicine

	Complement of Sentential Object
	[vp V NP [pp P [np NP PP]]]
	35
	Continued (to_surge) on rumours of buying

	Complement of Passive
	[vp V NP [pp P [np NP PP]]]
	60
	Approved (request) by houses of Congress

	Total
	
	22078
	


For the counts of the Iterativity measure, we created two corpora: one containing sequences of 2 prepositional phrases attached to the verb, and one containing sequences of 2 prepositional phrases attached to the noun. The former was used for the counts of the verb attachment main corpus, the latter for the noun attachment main corpus.

The corpus of sentences with 2 PPs attached to the verb contained the following configurations:

	Configuration
	Structure
	Freq.
	Example

	Intransitive
	[vp V PP PP]
	1321
	grew by billion during week

	Passive
	[vp V NP PP PP]
	44
	passed (bill) by Senate in forms

	Transitive
	[vp V NP PP PP]
	465
	giving 16 to graders at school

	Total
	
	1830
	


The corpus of sentences with 2 PPs attached to the noun contained the following configurations:

	Configuration
	Structure
	Freq.
	Example

	Nominal Phrase
	[np NP PP PP]
	325
	sales of buses in october

	Object of transitive
	[vp V [np NP PP PP]]
	311
	Meet demands for products in Korea

	Total
	
	636
	


For each sentence, we output a tuple containing the lexical heads, the label for the PP as it is tagged in the Penn Tree-bank, and an encoding for the structure configuration. That is, for a sentence such as “The latest results appear in today’s New England Journal of Medicine.”, we would get the tuple: 

appear in journal (PP-LOC) of medicine (PP) intrans2pp_toVP_toNP

2.2. The target attribute: argument or adjunct

The tuples needed also to be annotated with an attribute that gave the information of whether the PP was an argument or an adjunct. We set “1” as the value for argument status and “0” as the value for modifier status.

This annotation presented many problems because it was done automatically relying on the label for the PP that was given by the Penn Tree-bank annotators. 

The problem arose from the fact that the Penn Tree-bank annotation does not intend to make a distinction between arguments or adjuncts. We nevertheless inferred the distinction from the information given by the tag of the PP. 

The next section discusses the manner in which the information given by the PTB was interpreted, and the motivation for this interpretation.

2.2.1 The Argument  / Adjunct Distinction in the Penn Tree-bank

Although the PTB annotators found it desirable to annotate every complement with its argument status and with its semantic role (Marcus et al. 1994), consistency throughout all the annotators and all the examples was not possible. The solution adopted, then, was to syntactically distinguish arguments from adjuncts only when the distinction was straightforward, and to label only some clearly distinguishable semantic roles.

From this amount of information, there would be two ways of determining the status of a constituent in the PTB: structurally or from its label.

Structurally, we would expect adjuncts to be Chomsky-adjoined to their head phrase and arguments to be attached under it, following the patterns:


             
    XP                                              XP

 
                         
                XP       PP                                   X         PP

                     
             adjunct                            argument

But in the Penn Tree-bank this distinction has been oversimplified: all constituents attached to VP are structurally treated as arguments, while all constituents attached to NP are treated as adjuncts. The only exception made is for arguments of some deverbal nouns, which follow the argument-type structure.

Constituents are labeled with up to four tags (including numerical indices) that account for a) the syntactic category of the constituent, b) its grammatical function, and c) its semantic role (Bies et al. 1995). 

The tag for the syntactic category of the constituent (for example NP, VP, PP, etc.) is always present. The grammatical function tag and the semantic role tag are only sometimes stated. 

As far as PP constituents are concerned, the following functional and semantic tags exist: 

1) PPs with grammatical function tags:

   -CLR: dative object of ditransitive verbs that cannot undergo dative shift (donate, associate etc). 

             phrasal verbs.

             predication adjuncts (Quirk et al.1985).

   -DTV: dative object of ditransitive verbs that can undergo dative shift (give, ask, etc)

   -BNF: dative object of ditransitive verbs that can undergo dative shift (give, ask, etc) headed by 

             preposition "for”.

   -PRD: non VP predicates.

   -PUT: locative complement of "put"

   -DIR: verbs of movement, etc.

   -LGS: logical subjects in passives. 

2) semantically tagged PPs:

   -DIR: direction and trajectory

   -LOC: location
   -MNR: manner
   -PRP: purpose and reason

   -TMP: temporal phrases
From the description of this set of tags we can already infer some information about the argument status of the PPs. There are, though, some cases that remain ambiguous and therefore require a deeper study. These are untagged PPs and PPs tagged -CLR.  

For these cases, we will necessarily approximate the differentiation, no matter how we define it. The choice, then, depends on what kind of cases we are more willing to misclassify.

We have interpreted untagged PPs as arguments of the verb. The motivation for this choice comes both from an overall observation of sentences and from the documentation, in which it is stated that “NPs and Ss which are clearly arguments of the verb are unmarked by any tag" (Marcus et al. 1994, pg. 4), and that  Direct Object NPs and Indirect Object NPs are all untagged (Bies, A. et al. 1995, pg.12). Although the case of PP constituents is not specifically addressed, we have interpreted these statements as evidence for our choice.

The tag –CLR stands for “closely related”, and its meaning varies depending on the element it is attached to. It indicates argument status when it labels the dative object of ditransitive verbs that cannot undergo dative shift, like in donate money to the museum, and in phrasal verbs, like in pay for the horse. It indicates adjunct status when it labels a predication adjunct as defined by (Quirk et al. 1985). The decision has been to approximate the interpretation of the tag –CLR as an argument, because we do not want to loose the few cases for which the differentiation is certain: the ditransitive verbs and some phrasal verbs. As for the predication adjuncts that we would misclassify as arguments, for some cases (like obligatory predication adjuncts) the choice would be appropriate, as it will become clear in the next section.

2.2.2.- Predication Adjuncts in (Quirk et al. 1985)

According to (Quirk et al. 1985, sections 8.27-35, 15.22, 16-48), there are three types of adjuncts, differentiated by the degree of “centrality” 
 they have in the sentence. They can be classified into predication adjuncts and sentence adjuncts. Predication adjuncts can be obligatory or optional.

Obligatory predication adjuncts resemble objects in that they are obligatory in the sentence and in that they have a relatively fix position, as in He loved Joan and He lived in Chicago.
Optional predication adjuncts are similarly central in the sentence but are not obligatory, as in He kissed his mother on the cheek.

Sentence adjuncts, on the contrary, have a lower degree of centrality in the sentence, as in He kissed his mother on the platform.

As a conclusion, obligatory predication adjuncts as described in (Quirk et al. 1985) can be interpreted as arguments, as they are required by the verb.

2.2.3.- Conclusion: Annotation of the Status Attribute

Following the previous interpretation of the PTB labeling, we can conclude that all PPs tagged with a semantic tag (DIR, LOC, MNR, PRP, TMP,) are adjuncts, and all untagged PPs or those tagged with CLR, PUT, BNF
, DTV, PRD or LGS are arguments.

This annotation of the attribute “status” converts the value for argument as the default assignment both for NPs and for VPs.

2.3.- Semantic Annotation of Head Words

In order to improve precision in the accuracy of the features that have been implemented (explained in sections 3 and 4), head words are clustered into classes. Head words are the verb and the PP internal noun for the verbal phrases, and the main noun and  the PP internal noun for the nominal phrases.

We need to semantically annotate the words in each tuple with a code that tells us the semantic class to which the word belongs.

This annotation has been done automatically using WordNet 1.7. The following section will shortly describe WordNet. For further documentation the reader is referred to (Miller et al. 1993). 

2.3.1. WordNet 1.7:

WordNet is an electronic lexical database for English nouns, verbs and adjectives. In it, words are organized into groups of synonyms which are linked together according to hierarchical relations. 

The mapping between forms and meaning of words is organized as in a lexical matrix in which each entry has a correspondence with a word form and a word meaning: polysemous words are assigned various entries for the same word form, while synonyms are assigned various entries for the same word meaning:

Illustrating the concept of a lexical matrix:
F1 and F2 are synonyms; F2 is polysemous.
[image: image1.png]Word

Word Forms.

Meanings | F, B, F E,
N
My E
M Eg
M, E,





Figure extracted form (Miller et al. 1993)

WordNet doesn’t intend to represent every word meaning by giving a semantic definition of it, like a traditional dictionary, but to let it be identified. Then, each word meaning is represented by the list of word forms that can be used to express it. Such lists are called synsets. 

For WordNet to provide more complex information than a simple dictionary, synsets are organized into an inheritance system, starting from a set of primitive semantic components which form the tops of the hierarchy. For nouns, the main relation that links words together is hyponymy, while for verbs it is lexical entailment.

For our purposes, we are precisely interested in the primitive semantic components of the hierarchy, that we use as semantic classes, as well as in the way words are stored in the database. Figure 1 lists the resulting semantic classes, for verbs and for nouns.

The way words are stored in the database is useful for us because it provides a way of disambiguation. For each syntactic category, two files are needed: the first one (index.pos) is an alphabetical list of all the words, each line containing the lemma (followed by some information that is not relevant here) and a list of synsets. The second one (data.pos) is a lists of synsets, each line containing the synset followed, among other information, by a two digit number that tells us the semantic class to which it belongs.

A word has as many synsets as different meanings it can express, and they are ordered by frequency. Choosing the first one, then, is equivalent to disambiguating the word according to its most frequent sense as estimated from usage in a small corpus. This kind of disambiguation might not be very precise, but it is appropriate when we don’t want to take context into account.
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Figure 1: Primitive semantic grouping of nouns and verbs in WordNet.

2.3.2. Automatic Annotation:

The automatic annotation of nouns and verbs in the corpus has been done by matching them with the WordNet database files. 

Before doing the annotation, though, some pre-processing of the data was required, in order to maximize the matching between our corpus and WordNet. The changes made were inspired from those described in (Stetina and Nagao, 1997, pg. 75). 

To lemmatize the words we used “morpha”, a lemmatizer developed by John A. Carroll and freely available at the address: http://www.cogs.susx.ac.uk./lab/nlp/carroll/morph.html. Based on observation, it showed a better performance than the frequently used “Porter Stemmer”
. The following schema shows the complete process of semantic annotation of the tuples:



                                                                                              








      







As a result, the tuple of the preceding example would be of this form:

appear 39 in journal 10 (PP-LOC) of medicine 09 (PP) intrans2pp_toVP_toNP 0

2.4.- Conclusion: Improvements in the Quality of the Data

The task of newly extracting and processing all the data represents a considerable amount of work. The motivation for doing this was that we wanted to improve the quality and reliability of the data. In what follows we will discuss to what extent this objectives have been fulfilled. 

The size of the corpus has augmented considerably, even taking into account that the previous data was erroneously oversized. Compared to the corpus described in (Leybold 2001), the size of the corpus has risen, for the configurations that are common (PPs in sentences with transitive verbs), from 6229 to 14282 for the single PP sentences, and from 264 to 4263 for the multiple PP sentences. 

In an analysis of the reliability of his data, Leybold reports various types of errors. Some of these have been corrected here, others have not.

As Leybold observes, the PTB does not deal with compound nouns that are not joined with a hyphen, as in “New York”, or  “British Airways”. Consequently, the extracted lexical head of the NP becomes “York”, or “Airways”. This represents a problem for the semantic annotation, because such words are not found in WordNet. Although we have not really overcome the problem, we have reduced it considerably by post-processing the corpus after the automatic annotation: labeling all uppercase words not found in WordNet with the number 14, for “Groupings of people or objects”. 

In addition, Leybold reports as an error the fact that compound nouns like “Journal de Montreal” are considered as a noun phrase followed by a prepositional phrase structure in the PTB, and therefore extracted as such, instead of as a single noun. We don’t consider this to be an error, and therefore we haven’t intended to resolve it.

Leybold attributes to an error of the annotators of the Penn Tree-bank that PPs of ditransitive verbs like "put" are not considered as arguments, as in “put pressure on company”. In fact, this is actually an error in the interpretation of the PTB tags, as has been discussed in section 2.2. Ditransitive verbs like “put” are labeled with the tag (PP-PUT), which is to be interpreted as an argument.

What remains an error of consistency in the annotation of the PTB is the existence of identical tuples annotated differently, as in the pair:

“expand, 38, board, to, member, 18, (PP-CLR), trans1pptoVP, 1”     (Argument)

“expand, 38, board, to, member, 18, (PP-DIR), trans1pptoVP, 0”      (Adjunct)

Nevertheless, we have to bear in mind that we are only looking at sequences of sentences without their context, while annotators were interpreting the entire sentences in their contexts. This could be an explanation for the different labels given to the same sequences of words.

3- Improvement of Features

3.1.- Verbal Phrases

The linguistic tests we have implemented for the experiments with sentences containing a prepositional phrase in a verbal phrase (from now on, VP files) are the same as the ones used in Leybold (2001) and in Merlo and Leybold (2001), with some modifications. They are described in the following sections.
3.1.1.- Optionality measure:

Arguments tend to be obligatory elements of the sentence, whose absence leads to ungrammaticality, while modifiers are optional, they can be absent. Thus, a verb requires certain arguments to accompany it, while it doesn’t make any predictions about whether it will be followed by modifiers or not, nor by which. (In Leybold’s (2001) work, this measure is called Head Dependence).
The measure to capture this diagnostic in the corpus is the conditional probability of a PP given a particular verb:
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To avoid the problem of sparse data, we can generalize the counts by looking at word classes instead of at word tokens. In the case of this measure, it makes sense to have three different measures: a first one counting word tokens, a second one clustering verbs into classes, and a third one clustering verbs and nouns into classes:

Opt1: counting word tokens, as in (1).

Opt2: counting classes of verbs, as in:
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Opt3: counting classes of verbs and classes of nouns, as in:
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Verbs and nouns are both classified following WordNet.

A sample of test results for the Optionality measure:

	
	OPT1
	OPT2
	OPT3

	continue 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1 

arrive 43 ? for place 29 (PP-PRD) intrans1pptoVP 1 

be 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1 

be 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1 

continue 42 ? for year 28 (PP-PRD) intrans1pptoVP 1 

be 42 ? for year 28 (PP-PRD) intrans1pptoVP 1 

leave 43 ? for place 29 (PP-PRD) intrans1pptoVP 1 

go 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1 

come 41 ? for quantity 28 (PP-PRD) intrans1pptoVP 1 
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3.1.2.- Head Dependence:

The linguistic foundation of this test is that arguments can only appear with the specific verbal head by which they are lexically selected, while modifiers can co-occur with many different verbs. (In Leybold work, this measure is called Optionality).
The measure to capture this test is to count in the corpus how many different verbs co-occur with a given PP:

Hdep1:



Hdeppp = | {v1,v2,v3,…,vn}pp |






Where PP = prep + noun.

That is to say, the size of the set of verbs that can co-occur with a given PP. A low number for the size of the set indicates argument status; a high number indicates modifier status.

To avoid the problem of sparse data, we can increment the counts by looking at noun classes instead of nouns, as in:

Hdep2:



Hdeppp = | {v1,v2,v3,…,vn}pp |






Where PP = prep + noun class.

In the case of this Head Dependence measure it is not appropriate to generalize any further, because we would have to cluster verbs into classes, and that would give us too few sets of a too large number of elements, and would not be indicative enough.

In Leybold’s work, this measure performs good when used individually, but doesn’t improve when used in combination. To improve this, we use a more complex measure of dispersion, based on entropy.

3.1.2.3.- Entropy:

The problem with the previous measure of Head Dependence is that we don’t take into account the frequencies of the different verbs of each set. If we have a PP which appears, let’s say,  one time with v1, two times with v2, and fifty times with v3, we’ll get that the size of the set for this PP is 3. But it would be more appropriate to discard the occurrences of v1 and v2 as oddities, and to take into account only v3. That’s what entropy allows us to do:

Entropy is a measure that tells us the homogeneity of a distribution. For each value, it tells us how much information about the distribution it provides. Measuring the Entropy of each PP, then, we take into account the number of verbs it co-occurs with, as well as their frequencies. In the example cited above, for example, we’d have an Entropy of –(0.94 log2 0.94 + 0.66 log2 0.66 + 0.01 log2 0.01) = 0.54, while with homogenous values such as v1=18, v2=18, v3=17,  the size of the set being always 3, we’d have an Entropy of  –(2(0.34 log2 0.34) + 0.32  log2  0.32) = 3.6. Therefore, we get a higher value for the second example, where all the verbs of the set are significant, than for the first, where we get a value closer to 0, which is what we’d get with a set of one single verb.

The Head Dependence measure based on Entropy, then, is calculated like this:

HdepEntropy1:

HdepEntropy (PP) = H(V) =   
[image: image5.wmf]å

´

-

i

i

i

v

p

v

p

)

(

log

)

(

2







Where PP = prep + noun.

Again, to solve the problem of sparse data, we look as well at noun classes:

HdepEntropy2:

HdepEntropy (PP)  =   
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Where PP = prep + noun class.

Note: Equation to calculate log2 of an N number from its natural logarithm (ln or loge):


Log2 N = ln N / ln 2

A sample of test results for the Head Dependence measure:

	
	HdepEntropy1
	HdepEntropy2
	Hedep1
	Hedep2

	continue 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1

continue 42 ? for year 28 (PP-PRD) intrans1pptoVP 1

continue 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1

arrive 43 ? for place 29 (PP-PRD) intrans1pptoVP 1

be 42 ? for person 23 (PP-PRD) intrans1pptoVP 1

be 42 ? for quantity 28 (PP-PRD) intrans1pptoVP 1

arrive 43 ? for place 29 (PP-PRD) intrans1pptoVP 1

go 42 ? for person 23 (PP-PRD) intrans1pptoVP 1

come 41 ? for quantity 28 (PP-PRD) intrans1pptoVP 1

arrive 43 ? for quantity 28 (PP-PRD) intrans1pptoVP 1

be 42 ? for person 23 (PP-PRD) intrans1pptoVP 1

come 41 ? for person 23 (PP-PRD) intrans1pptoVP 1

come 41 ? for someone 23 (PP-PRD) intrans1pptoVP 1
	1.92

0

1.92

0

1.5

1.92

0

1.5

1.92

1.92

1.5

1.5

0
	1.79

1.79

1.79

0

1.52

1.79

0

1.52

1.79

1.79

1.52

1.52

1.52
	4

1

4

1

3

4

1

3

4

4

3

3

1
	4

4

4

1

3

4

1

3

4

4

3

3

3


3.1.3.- Iterativity and Ordering:

In sentences with two consecutive PPs, arguments cannot be iterated and must be in first position. Modifiers do not need to. The first PP, then, may or may not be an argument, but the second must certainly be a modifier.

To implement this measure we look for each tuple V + PP in the main corpus in second position of the 2PPs corpus. If it is found, the PP in question is a modifier, both in the 2PPs sentence and, more interestingly, in the single PP sentence. 

As result values for this measure, we intend to get continuous values rather than Boolean ones. The advantage of doing this is double: on one hand we get more precise values for each PP according to its frequencies in both corpus, and in the other hand we smooth the weight of potential errors, that is to say, values we may get from oddities in the corpus.

We calculate Iterativity, then, as the probability for a given V + PP sequence to have a modifier status. To calculate this probability we have to keep in mind that what we are interested in is the main corpus: intuitively what we count is: for every sentence we find in the main corpus, how many times it is found in the multiple corpus? A high proportion indicates modifier status (represented by 0), while a low proportion indicates argument status (1):
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The problem of sparse data here is especially serious, because of the small size of the 2PP corpus. To avoid it, we adopt from Collins & Brooks the technique of using Katz’s backed-off algorithm for n-gram word models. It consists in looking for the most specific match and, if it is not found, looking for a more general one.

The backed-off estimation method proposed by Katz 1987 is a technique for estimating n-gram probabilities from sparse data. It uses the Good-Turing Discounting technique for smoothing, which consists in modifying the frequency counts of a given low-count n-gram by adding to it a count of the number of n-grams that have its same frequency.

The backed-off technique estimates the probability of a low-count n-gram by computing the Discounted probability of the corresponding n-1-gram, which is in turn estimated according to the corresponding n-2-gram, backing-off until the single word. It makes use of the left-over probability mass of the Discounted probability by distributing it to the following backed-off counts.

The back-off equation for a tri-gram is as follows:
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Collins & Brooks adapt this method to the PP-attachment problem by considering the estimation of P(1|v,n1,p,n2) analogous to the estimation of P(wn|w1,w2…wn-1). The difference is that in the case of the PP-attachment the order of the backing-off is not given, so that there are many possible combination of triples and doubles for backing-off. Empirically, they find that it is best to use only tuples that contain the preposition, giving the following algorithm:

1- if 
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2- else if 
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3-else if 
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4- else if 
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5- else
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The decision, then,  is: 

If 
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  then choose noun attachment (the default assignment), otherwise choose verb attachment.

They also find out that the best threshold for the cut-off frequency is zero. This means that what is most significant is the absence or presence of the sentence, however low its counts are.

To adapt this methodology to our data and purposes, we consider the estimation of P(0|(vpn)1) analogous to Collins & Brooks’ estimation of P(1|v,n1,p,n2), or to Katz’s P(w1|wi-2wi-1).  Then we back off to a more general estimation, that in our case is not a shorter tuple, but a sequence that represents other sequences whose verb or PP internal noun belong to the same class. Doing this, we don’t really lose information, we only generalize it.

The order of vectors we take into account in each stage of our backing-off, then, is as follows:

1- verb, preposition, noun.

2- verb, preposition, noun class.

3- verb class, preposition, noun class.

This gives rise to the question of whether it is really a good idea, in our case, to back-off. If we were to be confident in the notion of class we are using, we should rely on it enough not to consider it as a loss in precision. This is to say, we should consider the three stages of the backing-off equally reliable, and then we wouldn’t back-off at all, but make the counts on the class vector, as in 3 above. 

Nevertheless, the usefulness of the notion of class for identifying arguments or adjuncts is precisely what has to be proven, so we can not take it as a starting assumption but as an hypothesis. 

The backed-off algorithm as proposed by Collins & Brooks but adapted to our data goes as follows:

If (v,p,n)1 
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 (v,p,n)2   >  0  then:
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Elsif  (v,p,ncl)1  
[image: image29.wmf]I

 (v,p,ncl)2   >  0 then (first back-off):
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Elsif  (vcl,p,ncl)1   
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 (vcl,p,ncl)2   > 0  then (second back-off):
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Else Iterativity  = 0.

A sample of test results:

	2PPs CORPUS
	1PP CORPUS
	RESULTS

	grow 30 in period 28

grow 30 in day 28

remain 30 in effort 28

remain 30 in effort 28

talk 32 about proposal 10


	be 42  for quantity 28 

grow 30  in period 28 

remain 30  in effort 28 

remain 30  in diseffort 28 

talk 32  about proposal 10 

come 32  about thing 10 
	0 

1/5 = 0.2

2/5 = 0.4

(2/5)*(1/2) = 0.2

1/5 = 0.2

(1/5)*(1/3) = 0.07


3.2.- Nominal Phrases

For the experiments with sentences containing a prepositional phrase in a nominal phrase (from now on, NP files) we have implemented the measures of Head Dependence and Iterativity as described above but adapted to the new data, and we have created two other measures: Copular Paraphrase and Deverbal Noun. They are all described in the following sections.

3.2.1.- Head Dependence:

The linguistic foundation of this test is that arguments can only appear with the specific nominal head by which they are lexically selected, while modifiers can co-occur with many different heads. For example, in (1) the PPs  are modifiers; they can combine with any lexical head. On the contrary, the PPs  in (2) are arguments: they are selected by a specific lexical head, and they can’t combine with many others:

(1)
a.
a man/woman/dog/moppet/scarecrow with gray hair

b. a menu/napkin/glass/waitress/matchbook from Rosie’s

(2)
a.
a member/*dog/*moppet/*scarecrow of Parliament

b.       a student/*punk/*watermelon/*Martian/*poodle/*VCR of physics

The measure to capture this phenomenon is to count how many different nominal heads co-occur in the corpus with a given PP. As with the implementation of this test for the verbal files, we use a complex measure of dispersion based on entropy. 

To avoid the problem of sparse data, we calculate the measure three times: once taking into account noun types, once taking into account noun classes in the PP internal noun position, and once taking into account noun classes as well as the head noun position:

Hdep1:

HdepEntropy (PP)  =   
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Where PP = prep + noun.

Hdep2:

HdepEntropy (PP)  =   
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Where PP = prep + noun class.

Hdep3:

HdepEntropy (PP)  =   
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Where PP = prep + noun class.

A sample of test results :

	
	Hdep1
	Hdep2
	Hdep3

	chairman 18 of PLC 14 

form 10 of asbestos 27 

unit 23 of Corp. 14 

chairman 18 of asbestos 27 

form 10 of asbestos 27 

size 10 of asbestos 27 
	0

1.5

0

1.5

1.5

0.5
	1

1.5

1

1.5

1.5

1.5
	1

0.811

1

0.811

0.811

0.811


3.2.2.- Iterativity and Ordering: 

In sentences with two consecutive PPs, arguments, unlike modifiers, cannot be iterated and therefore must be in the first position. The first PP, then, may or may not be an argument, but the second must certainly be a modifier.

To implement this measure we look, for each tuple head noun PP that is found in the main corpus, whether it also occurs in second position of the 2PPs corpus. If it is found, the PP in question is a modifier, in both the 2PPs sentence and, more interestingly, in the single PP sentence. 

We implement this measure in the same way as we did for the verbal phrases: for every sentence “head noun (H), preposition (p), noun (n)” in the main corpus, we count how many times it occurs in the multiple corpus A high proportion indicates a modifier status of the PP(represented by 0), while a low proportion indicates argument status (1):
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And we adopt as well the backed-off technique to avoid the problem of sparse data:   

If (H,p,n)1 
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 (H,p,n)2   >  0  then:
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Elsif  (Hcl,p,ncl)1  
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 (Hcl,p,ncl)2   >  0 then (first back-off):
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Elsif  (Hcl,p,ncl)1  
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   (Hcl,p,ncl)2   >  0  then (second back-off):
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Elsif Iterativity  = 0.

A sample of test results :

	2 PPs CORPUS
	1 PP CORPUS
	RESULTS

	president 18 of Vose 14 chairman 18 of asbestos 27 

size 10 of asbestos 27 

figure 10 of rate 27 
	chairman 18 of PLC 14 

form 10 of asbestos 27

unit 23 of Corp. 14 

chairman 18 of asbestos 27 

president 18 of Corp. 14 

size 10 of asbestos 27 
	(1/4)*(1/3) = 0.08

(2/4)*(1/3) = 0.17

0

1/4 = 0.25

(1/4)*(1/2) = 0.12

1/4 = 0.25


3.2.3. Copular Paraphrase:

This new feature for the distinction of NP arguments and modifiers is based on the diagnostic for copula paraphrases described by Schütze (pg. 103):

Arguments cannot be paraphrased by a copular relative clause, as the examples in (2) show, while modifiers can, as is shown in (1):

(1)
a.
a man from Paris

a man who was from Paris


b.
the albums on the shelf

the albums that were on the shelf


c.
the people on the payroll
the people who were on the payroll

(2)
a. 
the destruction of the city
*the destruction that was of the city


b.
the weight of the cow

*the weight that was of the cow


c.
a member of Parliament
*a member who was of Parliament

We approximate this diagnostic by making the hypothesis that a PP is a modifier in the NP files if it follows  a copular verb (here indicated by “be”) in the intransitive VP files. Of course this measure is an approximation, because we do not know whether the copular verb we find in the files comes from a relative clause or not. The copular verbs we have taken into account are: be, become, appear, seem and remain.

For a given PP, what is the proportion of times it occurs with a “be” verb over all the times it appears in the VP file?
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To implement this measure we adopt the same technique as for the Iterativity measure, and we smooth the problem of sparse data by backing-off to the PP internal noun class. We do not back-off any further because this measure does not allow us to take into account the head noun. Our algorithm works as follows:

If (H,p,n)NP 
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 (“be”,p,n)VP   >  0  then:
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Elsif  (H,p,ncl)NP  
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 (“be”,p,ncl)VP   >  0 then (first back-off):



[image: image53.wmf])

)

(

|

0

(

NP

Hpn

P

 = 
[image: image54.wmf]2

1

)

(

)

"

("

*

VP

VP

pn

f

pncl

be

f


Elsif Paraph  = 0.

A sample of test results:

	VPs file
	NPs file
	RESULTS

	be  of PLC 14 

be  of PLC 14 

be of asbestos 27 

arrive of PLC 14 

be of book 14 

be of bottle 27 

arrive of bottle 27 
	chairman 18 of PLC 14 

form 10 of asbestos 27 

unit 23 of Corp. 14 

chairman 18 of house 27 

form 10 of asbestos 27 

size 10 of asbestos 27 
	2/3 = 0.67

1

(3/4)*(1/2) = 0.37

(2/3)*(1/2) = 0.33

1

1


3.2.4.- Deverbal Nouns:

This new feature is based on the notion that deverbal nouns are followed by arguments. It consists in identifying a deverbal noun in the head noun position.

Identifying deverbal nouns:

(from Quirk, R. 1985)

Suffixes combining with verb bases to form deverbal nouns (and some examples):

-ANT : inhabitant, contestant, informant, participant (-ate), lubricant (-ate).

-EE : appointee, payee, nominee, absentee, refugee.

-ER, OR : singer, writer, driver, employer, accelerator, incubator, supervisor, survivor, actor, author, doctor.

-AGE : breakage, coverage, drainage, leverage, shrinkage, wastage.

-AL : refusal, revival, dismissal, upheaval.

-ION : exploration, starvation, ratification, victimization, foundation, organization, destruction.

-SION : invasion (-ade), evasion (-ade).  

-ING : building, opening, filling, earnings, savings, shavings, wedding.

-MENT : arrangement, amazement, puzzlement, embodiment, equipment, management.

As our corpus is lemmatized, we are confident that all the nouns in it are in their base forms. To identify deverbal nouns, then, we just check whether a noun ends with one of the suffixes listed above. 

If it does, we then check whether its root lexeme matches a verb in the VP files.  If it does, it is a deverbal noun, and therefore the PP following it is an argument: 


If (Head Noun)NP   =~  VerbVP 



DevNoun (PP)NP  =  1;


Else



DevNoun (PP)NP  =  ?.

This measure only tells us whether the Copular Paraphrase test succeeded, but not if the PP in question is an argument or not. This is to say, that when we get a positive result for the test, we can be confident that the PP is an argument, but when we get a negative result, we do not  know whether it is a modifier, or an argument the Deverbal Noun test does not apply to.

This represents a problem for the decision tree algorithm, because since it deals with boolean values, it either ignores them because they are not informative enough, or it ignores the rest of the values.

This is the reason why we only give a value to this measure when the test succeeds, and we leave the value unlabelled when it doesn’t. As a result, the sentences in which the test has succeeded will be assigned the value "dev", the ones in which the test has not succeeded will be assigned the value "?".

3.3.- The Input Data:

Each input vector represents an instance of a prepositional phrase attached to its head, and it  contains the training features. These consist of the lexical heads and their WordNet classes ( v, vcl, obj, p,  n, ncl  for verb attachments, and n1, n1cl, p, n2, n2cl  for noun attachments), followed by the values of the implemented features (Opt1, Opt2, Opt3, Hdep1, Hdep2, Iterat for verbs, and Hdep1, Hdep2, Hdep3, Iterat, Paraph, Dev for nouns) and the target attribute. The vectors also contain information on the structure of the sentence from which the instance was extracted and the PTB tag for the PP, both of which are not used for the classifier.

The following figure illustrates the order of the features in the input data:

Verb attachment files:

verb,  verb class,  object,   preposition,   noun,   noun class,   PP-tag,   structure,   status,   Opt1,  Opt2,  Opt3,   Hdep1,   Hdep2,  Iterat

Noun attachment files:

noun1,  noun1 class,  preposition, noun2, noun2 class, PP-tag,  structure,  status, Hdep1, Hdep2, Hdep3, Iterat, Paraph, Dev

3.4.- The Experimental Method:

The experiments have been performed with the decision tree algorithm C5.0, developed by Quinlan (1993). For a tutorial of the algorithm, see http://www.rulequest.com/see5-unix.html.

To get a reliable estimate of accuracy, we ran the experiments by 10-fold cross-validation repeated 10 times. 

With the f-fold cross-validation option, the data are randomly divided into f blocks of the same size, and a different classifier is constructed using each time one of the blocks as the test file and the remaining ones as the training file. The final error rate result is the ratio between the total number of errors of all the classifiers constructed to the total number of cases in the data.

The C5.0 package includes the “xval” shell script, that repeats the cross-validation x times (with different random divisions of the data) and gives as a result the mean of the error rate of all the trials.

The final size of our data is 11.234 examples for the verb attachment file, and 11.023 for the noun attachment file, after having deleted all the examples containing the preposition "of" (including the preposition "of ", the size of the file is 22.077).

4. The Experiments

We performed different sets of experiments, each to test a different hypothesis on the distinction of the argument / adjunct status of prepositional phrases.

The first set of experiments aimed at a 2-way classification of PPs according to whether they were an argument or an adjunct. The hypothesis we wanted to test with this experiment is twofold: first we intended to prove that the argument / adjunct distinction can be determined automatically from the lexical information of a minimally annotated corpus. Secondly, we intended to prove that the performance of such a learning method can be effectively improved by statistically approximating the linguistic theory on corpus counts.

The second set of experiments aimed at a multiple-way classification of PPs. This was done in order to test the innovative hypothesis that the concepts of argument and adjunct are not differentiated in a binary manner, but rather correspond to two opposite extremes of a continuous distribution of properties (see also Manning 2002).

Finally, a third set of experiments tests the hypothesis that the knowledge on the argument status of constituents contributes to the decision of their attachment.

4.1.- Two-way Classification:

4.1.1- Results for the VP Files

The following tables show the results for the VP files, where the target attributes of the classifier are argument and adjunct.

Each line shows the results of running the experiment activating the features indicated in the leftmost column. The combination of features that achieves the maximum accuracy is indicated in bold.

	FEATURES USED
	Xval (%)

	1.  Chance (percentage of arguments)
	59.6

	2.  Preposition (BASELINE)
	72.3

	3.  Lexical features (verb, prep, noun)
	72.7

	4.  Verb class, Preposition
	74.9

	5.  Preposition, Noun class
	77.5

	6.  Lexical features and classes (verb, vcl, prep, noun, ncl)
	74.2

	7.  Only classes (vcl, prep, ncl)
	78.9


Table 1: Accuracy of the argument modifier distinction for VP-attached PPs, using combinations of lexical features.

	FEATURES USED
	Xval (%)

	1.  Preposition, Opt1 
	75.9

	2.  Preposition, Opt2 (verb classes)
	75.1

	3.  Preposition, Opt3 (verb classes and noun classes)
	76.0

	4.  Preposition, Hdep1 
	76.5

	5.  Preposition, Hdep2 (noun classes)
	77.8

	6.  Preposition, Iterat
	73.5


Table 2: Accuracy of the argument modifier distinction for VP-attached PPs, using the preposition and linguistic diagnostics, one diagnostic feature at a time, in different variants.

	FEATURES USED
	Xval (%)

	1. VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3, Iterat
	80.7

	2. VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3
	80.9

	3. VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt3
	81.1

	4. VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2
	81.1

	5. VerbClass, Prep, Hdep2, Opt1, Opt2
	81.1


Table 3: Best results of the argument modifier distinction for VP-attached PPs, using the preposition and a combination of diagnostic-based features, in different variants.

	FEATURES USED
	Xval (%)

	1.  VerbClass, Prep, NounClass, Hdep1, Hdep2, Opt1, Opt2, Opt3
	79.9

	2. Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3
	80.0

	3. VerbClass, Preposition, NounClass, Opt3, Hdep2, Iterat
	79.3

	4. VerbClass, Preposition, NounClass, Opt3, Hdep2
	78.9

	5. VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Iterat
	80.8

	6. VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt3, Iterat
	81.0

	7. VerbClass, Prep, Hdep1, Hdep2, Opt2, Opt3, Iterat
	80.3

	8. VerbClass, Prep, Hdep1, Opt1, Opt2, Opt3, Iterat
	80.0

	9. VerbClass, Prep, Hdep2, Opt1, Opt2, Opt3, Iterat
	80.8

	10. VerbClass, Prep, Hdep2, Opt3
	79.6

	11. VerbClass, Prep, Hdep2, Opt3, Iter
	79.8

	12. VerbClass, Prep, Hdep2, Opt3
	79.6

	13. Preposition, Opt4 (noun classes)
	74.0

	14. All features
	75.7


Table 4: Other results of the argument modifier distinction for VP-attached PPs.

Discussion:

The baseline to which we compare our results is the performance with only the feature of the preposition, and it is important to notice that it already yields a higher accuracy than chance. 

The results in Table 1 show that the information encoded in the lexical items, with no deep semantic knowledge, allow to determine the argument status of prepositional phrases with a certain accuracy.

More interestingly, we observe that word classes lead to a better performance than individual lexical items. This fact confirms the tendency of current linguistic theories to postulate an interrelation between semantics and syntax. Or, more specifically, that similarities in the meaning of verbs give rise to a similar syntactic behavior, such as the projection of arguments at the syntactic level (Levin 1993).

Table 2 shows the results of experiments performed using only the preposition and the linguistic features, one at a time. The diagnostics, associated to the preposition, perform better than the simple lexical heads, but not better than using the classes of all the lexical heads. The features that score better are the ones that were implemented making the counts on word classes instead of lexical items (see section 3). In Table 3 we can observe that we get the best results by using different combinations of linguistic features, achieving a 31.8% reduction of the error rate. Finally, on Table 4 we show the results obtained with other combinations of features.

After performing the experiments, we realized that the definition of the target attribute should have been slightly modified: examples tagged with a combination of adjunct and CLR tags (as CLT-TMP, CLR-LOC, etc) had been considered as CLR (and, therefore, arguments), while in fact they should have been considered as adjuncts. We repeated some of the experiments and we have seen that this change affects only a few of the examples and therefore does not modify the general tendency of the experiments. The new results achieved a 72.3% accuracy on the baseline and a 81.1% accuracy on the combination of features with the maximum accuracy.

Analysis of Errors:

In this section we will analyze the errors that the classification algorithm made in the experiments of the 2-way classification of PPs attached to the verb. The analysis will be based on the notions of "precision" and "recall".

The measure of Recall (R) indicates the proportion of cases that the algorithm classified. It is calculated by the division:
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Precision (P) tells us about the proportion of cases that the algorithm has correctly classified. It is calculated by the division:
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The F-measure tells us the relation between precision and recall. If we set the weighting between precision and recall to 0.5, it is calculated by the division:
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Table 9 shows the confusion matrix for one of the combinations of features with the best accuracy (VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt3) , in a trial that got an accuracy of 82.5 %. Table 10 shows the measures of precision and recall that can be obtained from the confusion matrix. Clearly, arguments are better identified than modifiers, an observation already made in several other papers, prominently by (Hindle and Rooth 1993) in their detailed discussion of the errors in a noun or verb PP-attachment task.

	
	ASSIGNED CLASSES

	TRUE CLASSES
	
	ADJUNCTS
	ARGUMENTS
	TOTAL

	
	ADJUNCTS
	362

(true ADJ)
	111
	473

	
	ARGUMENTS
	97
	553

(true ARG)
	650

	
	TOTAL
	459
	664
	1123


 Table 9: Confusion matrix of a sample 2-way classification.

	FEATURES
	ADJUNCT
	ARGUMENTS

	
	prec.
	recall
	F
	prec.
	recall
	F

	VerbClass, Preposition, Hdep2, Opt1, Opt2
	0.79
	0.76
	0.77
	0.83
	0.85
	0.84


Table 10: Measures of Precision and Recall for a sample 2-way classification.

A separate analysis for each of the most frequent prepositions yields the following accuracies: in = 71.1%, to = 64.8%, for = 74.8%, on = 72.2%, at 68.5%, with = 90.1%, from = 71.4%, by = 70.7%, into = 57.2%, as = 91.8%, about = 99.3%, through = 60%, under = 55.8%. Of these, in, through and under are mostly adjuncts, while the rest are mostly arguments. Accuracies for prepositions that prefer an argument attachment are generally higher than those of prepositions that prefer a modifier attachment of the PP.

4.1.2.- Results for the NP Files:

Various pre-runs of the experiments for the classification of PP arguments and adjuncts in nominal phrases showed that the decision–tree algorithm made only use of the preposition “of” for its classification. This is due to the fact that the preposition “of” accounts for approximately half of the NP attachments, and in 99.8% of the cases it is an argument. To avoid this, we created a sample of the corpus that contained no sentences with the preposition “of”. The size of the resulting corpus was 11.023 tuples. 

The following tables show the results for the corpus without the preposition “of”, where the target attributes of the classifier are argument and adjunct.

Each line shows the results of running the experiment with the features indicated in the leftmost column. The combinations of features that yield the maximum accuracy are indicated in bold.

	FEATURES USED 
	Xval (%)

	1. Chance (percentage of arguments)
	62.0

	2. Preposition (baseline)
	88.4

	3. Noun1, Prep, Noun2
	88.4

	4. Noun1cl, Prep, Noun2cl
	89.3

	5. All features
	88.6


Table 5: Accuracy of the argument modifier distinction for NP-attached PPs, using combinations of lexical features.

	FEATURES USED 
	Xval (%)

	1. Prep, Hdep1 (word tokens)
	89.1

	2. Prep, Hdep2 (Noun2 class)
	89.1

	3. Prep, Hdep3 (Noun1 class)
	88.9

	4. Prep, Iterat
	88.5

	5. Prep, Paraph
	88.5

	6. Prep, Deverb
	88.5


Table 6: Accuracy of the argument modifier distinction for NP-attached PPs, using the preposition and linguistic diagnostics, one diagnostic feature at a time, in different variants.

	FEATURES USED 
	Xval (%)

	1. Noun1cl, Prep, Noun2cl, Hdep1, Hdep2, Hdep3, Iter, Paraph, Dev
	89.5

	2. Noun1cl, Prep, Noun2cl, Hdep1, Hdep2, Hdep3, Iter, Paraph
	89.5

	3. Noun1cl, Prep, Noun2cl, Hdep1, Hdep2, Hdep3
	89.6

	4. Noun1cl, Prep, Noun2cl, Hdep1
	89.6

	5. Noun1cl, Prep, Noun2cl, Hdep1, Paraph  (with pruning =50%)
	89.8


Table 7: Best results of the argument modifier distinction for VP-attached PPs, using the preposition and a combination of diagnostic-based features, in different variants.

	FEATURES USED 
	Xval (%)

	1. Hdep1 (word tokens)
	71.3

	2. Hdep2 (Noun2 class)
	84.2

	3. Hdep3 (Noun1 class)
	85.1

	4. Iterat
	68.4

	5. Paraph
	85.5

	6. Deverb
	62.1

	7. Noun1cl, Prep, Hdep1, Hdep2, Hdep3, Iter, Paraph, Dev (noNcl)
	89.3

	8. Prep, Noun1cl, Hdep1, Hdep2, Hdep3, Iter, Paraph, Dev (noHcl)
	89.3

	9. Noun1cl, Prep, Hdep1, Hdep2, Hdep3, Iter, Paraph
	89.3

	10. Noun1cl, Prep, Noun1cl, Hdep1, Hdep2, Hdep3, Iter, Paraph
	89.5

	11. Noun1cl, Prep, Noun1cl, Hdep1, Hdep2, Hdep3
	89.6

	12. Noun1cl, Prep, Noun1cl, Hdep1
	89.6

	13. Noun1cl, Prep, Noun1cl, Hdep2
	89.2

	14. Noun1cl, Prep, Noun1cl, Hdep3
	89.2

	15. Noun1cl, Prep, Noun1cl, Hdep1, Paraph , Iterar  / pruning = 50 %
	89.6 / 89.7

	16. Noun1cl, Prep, Noun1cl, Hdep3, Paraph / pruning = 50% / pruning = 75%
	89.3 / 89.5 / 89.4

	17. Noun1cl, Prep, Hdep3, Paraph (pruning = 50%)
	89.2

	18. Prep, Noun1cl, Hdep3, Paraph (pruning = 50%)
	89.2


Table 8: Other results of the argument modifier distinction for VP-attached PPs.

Discussion:

The results largely confirm the conclusions drawn from the experiments with PPs attached to the verb.

Table 5 shows that the baseline is better than chance and that the lexical heads alone give a better accuracy than the baseline, and that they improve significantly when they are clustered into classes. Table 6 shows that some of the linguistic features in combination with the preposition are better than the lexical heads, but they do not outperform the result in line 4 of Table 1. Table 7 shows that the best linguistic features are Head dependence and Copular paraphrase, while Iterativity and Deverbal nouns do not work very well. Table 8 shows the results for other combinations of features.

It is important to observe that the best result has been obtained with the pruning option, that modifies the CF value for pruning trees. This option affects the way the classification tree is constructed. The classifier builds the tree in two steps: it first gives to the tree as many branches it needs to cover all the training data, and then it prunes it, keeping only those branches that get a lower error prediction. As a consequence, features that do not perform better than a certain threshold are not used. By default, the threshold (the CF value) is 25%. By increasing this threshold we oblige the classifier to keep more branches, and therefore to possibly use a richer variety of features.  Setting the threshold for pruning to 50 % gives us a better value than the default, but increasing it further, to 75% for example, decreases the performance, because the classifier is obliged to keep too many of the branches with a high error rate.

4.2.- Other classifications of the target attribute:

We made the hypothesis that a binary distinction between arguments and adjuncts is not appropriate to classify the argumenthood of constituents in a sentence. 

Manning (2002) makes the hypothesis that complements do not fall into a two-way classification but into a three-way one. The attribute in the middle would correspond to what the Penn Tree-bank annotators labeled as CLR (for “closely related”).

We suggest that the distinction is a continuous one, in which properties of arguments and adjuncts are balanced: constituents are situated rather in one end of the line or the other according to whether they accumulate more or less “argument” properties or “modifier” properties.

We have tested these hypotheses by dividing the target attribute into three and four values.

In the case of the NP files, we could not perform the experiments with different values for the target attribute due to the low frequency of sentences annotated with the CLR tag: the complete corpus contained only 57 such sentences, and the reduced corpus only 52.

4.2.1.- 3way Classification:

We modified the annotation of the argumenthood status attribute of the tuples in the data. We set three values: “1” for argument, “0” for adjunct, and “2” for closely related. We did the annotation according to the PTB tag: if the PP is annotated with the tag CLR, then we give it the value “2”; otherwise, its value is kept as it was: "1" for argument, "0" for adjunct.

We then ran the C5.0 algorithm with three values for the target attribute. The results of a 10-fold cross-validation experiment repeated 10 times are shown in table 11, the best ones marked in bold. 

	FEATURES        
	Xval (%)  

	Preposition (BASELINE)
	60.3

	Prep, Hdep1
	66.1

	Prep, Hdep2
	66.5

	Prep, Opt1
	69.4

	Prep, Opt2
	66.2

	Prep, Opt3
	66.7

	Prep, Iterat
	62.9

	VerbClass, Prep, NounClass, Hdep1, Hdep2, Opt1, Opt2, Opt3, Iterat
	72.8

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3, Iterat
	73.3

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3
	73.5

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Iterat
	73.4

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt3, Iterat
	72.9

	VerbClass, Prep, Hdep1, Hdep2, Opt2, Opt3, Iterat
	70.1

	VerbClass, Prep, Hdep1, Opt1, Opt2, Opt3, Iterat
	72.9

	VerbClass, Prep, Hdep2, Opt1, Opt2, Opt3, Iterat
	73.8

	VerbClass, Prep, Hdep2, Opt1, Opt2, Iterat
	73.6

	VerbClass, Prep, Hdep2, Opt1, Opt3, Iterat
	73.0

	VerbClass, Prep, Hdep2, Opt1, Opt3
	73.9

	VerbClass, Prep, Hdep2, Opt1, Opt2
	73.9

	VerbClass, Prep, Hdep2, Opt1, Iterat
	73.1


Table 11: Accuracy of the 3-way distinction for VP-attached PPs.

The best accuracy performs better compared to the baseline than the 2-way classification, a result that confirms the hypothesis that arguments, modifiers, and CLRs should be treated as three separate classes.

As for experiments with a 2-way classification, we have come to realize that the definition of the target attribute should have been slightly modified: examples tagged with a combination of tags for adjunct and CLR (as CLT-TMP, CLR-LOC, etc) were considered as CLR, while in fact they should have been considered as adjuncts. We re-ran some of the experiments and saw that this change affects only a few of the examples and therefore does not modify the general tendency of the experiments. The new results yield a 61% accuracy on the baseline and a 74.4% accuracy on the combination of features with the maximum accuracy.

A more detailed analysis of the results requires the study of the confusion matrices for the different combinations of features.

The confusion matrix for the combination of features with the highest accuracy in a single trial in which it achieved an accuracy of 75.1 %,  is illustrated in table 12. We also calculated the precision, recall and F-measure for each of the values of the target attribute, and for the combination of features with the maximum accuracy. The results are shown in table 13. These values allow us to notice that CLR are recognized more accurately than arguments. Compared to the results in the 2-way classification, this indicates that the subset of the group of PPs that was classified as arguments is more homogeneous. This perhaps simply reflects the fact that we interpreted those PPs that were untagged as PP arguments.

	
	ASSIGNED CLASSES

	TRUE CLASSES
	
	ADJUNCTS
	ARGUMENTS
	CLR
	TOTAL

	
	ADJUNCTS
	380

(true ADJUNCTS)
	27
	67
	474

	
	ARGUMENTS
	55
	117

(true ARGUMENTS)
	60
	232

	
	CLR
	77
	25
	315

(true CLR)
	417

	
	TOTAL
	512
	169
	442
	1123


Table 12: Confusion matrix of a sample 3-way classification.

	FEATURES
	ADJUNCT
	ARGUMENTS
	CLR

	
	prec
	recall
	F
	prec
	recall
	F
	prec
	recall
	F

	VerbClass, Preposition, Hdep2, Opt1, Opt2
	0.74
	0.80
	0.77
	0.69
	0.63
	0.66
	0.71
	0.75
	0.73


Table 13: Measures of Precision and Recall of a sample 3-way classification.
4.2.2.- 4way Classification:

With the same motivation as for the experiment with a 3-way classification, we further divided the attribute for the argumenthood status of the tuples in the data. We set four values: “1” for argument, “0” for adjunct, and “2” for closely related argument, and “3” for closely related adjunct. Over the data that was already annotated with a three-way classification for the status attribute, we changed the value of the attribute only if the PP was annotated with one of the following tags: PP-CLR-LOC, PP-CLR-TMP, PP-DIR-CLR, PP-LOC-CLR, PP-TMP-CLR.

We then performed analogous experiments as for the 3-way classification. The results obtained with a 10-fold cross validation repeated 10 times are shown in table 14. 

	FEATURES        
	Xval (%)

	Preposition (BASELINE)
	59.2

	Prep, Hdep1
	65.3

	Prep, Hdep2
	65.8

	Prep, Opt1
	68.9

	Prep, Opt2
	65.5

	Prep, Opt3
	66.0

	Prep, Iterat
	61.8

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3, Iterat
	72.1

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Opt3
	72.4

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt2, Iterat
	70.4

	VerbClass, Prep, Hdep1, Hdep2, Opt1, Opt3, Iterat
	71.8

	VerbClass, Prep, Hdep1, Hdep2, Opt2, Opt3, Iterat
	70.0

	VerbClass, Prep, Hdep1, Opt1, Opt2, Opt3, Iterat
	72.2

	VerbClass, Prep, Hdep2, Opt1, Opt2, Opt3, Iterat
	72.5

	VerbClass, Prep, Hdep2, Opt1, Opt2, Iterat
	72.1

	VerbClass, Prep, Hdep2, Opt1, Opt3, Iterat
	72.1

	VerbClass, Prep, Hdep2, Opt1, Opt3
	72.0

	VerbClass, Prep, Hdep2, Opt1, Opt2
	72.7

	VerbClass, Prep, Hdep2, Opt1
	72.1


Table 14: Accuracy of the 3-way distinction for VP-attached PPs.

The confusion matrix for the combination of features with the highest accuracy (in bold in the previous table) in a trial in which it achieved an accuracy of 71.1 %, is shown in table 15, and the results for the precision, recall, and F-measures for the same trial are illustrated in table 16.

	
	ASSIGNED CLASSES

	TRUE CLASSES
	
	ADJUNCTS
	ARGUMENTS
	CLR-ARG
	CLR-ADJ
	TOTAL

	
	ADJUNCTS
	339

(true ADJ)
	46
	59
	4
	448

	
	ARGUMENTS
	30
	131

(true ARG)
	66
	0
	227

	
	CLR-ARG
	58
	22
	324

(true CLR-ARG)
	4
	408

	
	CLR-ADJ
	25
	0
	10
	5

(true CLR-ADJ)
	40

	
	TOTAL
	452
	199
	459
	13
	1123


Table 15: Confusion matrix of a sample 4-way classification.

	ADJ
	ARG
	CLR-ARG
	CLR-ADJ

	prec.
	recall
	F
	prec.
	recall
	F
	prec.
	recall
	F
	prec.
	recall
	F

	0.75
	0.75
	0.72
	0.65
	0.57
	0.61
	0.7
	0.79
	0.75
	0.38
	0.12
	0.18


Tabble 16: Measures of Precision and Recall of a sample 4-way classification.

These results are in the same direction as the ones in the previous experiment. Unfortunately, the low number of examples of CLR-ADJ makes it difficult to draw a conclusion on the proposed 4-way classification.

4.2.3.- Merging Verb and Noun Attachment Corpora

We also performed some preliminary experiments to test the hypothesis that the knowledge on the argument status of constituents makes a contribution in the decision of their attachment.

The work of (Röösli, 2002) is an attempt to connect the problem of PP attachment with the problem of the argumenthood of the PP.

In a first experiment, Röösli tries to classify sentences as noun or verb attachments, according to the argumenthood status of the PP (together with the lexical heads). In this case, the target attribute is the attachment (codified as 0 for verb attachment and 1 for noun attachment), and the features given to the algorithm are the lexical heads and the argumenthood attribute (codified as 0 for argument and 1 for modifier). His results show that although the feature of argumenthood is not useful by itself, it improves the performance of the algorithm when used in combination with the other features.

In a second experiment, he merges the argumenthood and attachment attributes, creating a target attribute with four values: 00, 01, 10, 11 (for argument attached to the verb, argument attached to the noun, modifier attached to the verb, and modifier attached to the noun, respectively).

We took advantage of the data from our experiments to extend Röösli’s work, by merging together our verb attachment and noun attachment tuples. We selected the tuples coming from transitive verb sentences, in which the PP might be attached either to the direct object or to the verb. 

The first improvement of our experiment in respect to that of Röösli is that we added the concept of classes of words, because our tuples were annotated with the semantic classes of their lexical heads.

Moreover, we counted together on the whole merged corpus the measures for both the verb and noun attachment sentences, thus obtaining tuples with extra features. 

We added to the tuples a target attribute that is a combination of the argumenthood and attachment information, and that has four possible values:

00 for modifier attached to the noun

01 for modifier attached to the verb

10 for argument attached to the noun

11 for argument attached to the verb

The results of running the experiment with 10-folds cross validation trials are summarized in table 17. The confusion matrix for the experiment that achieved the highest accuracy (73.1%) is illustrated in table 18, and the measures of precision and recall in table 19.

	
	FEATURES USED
	Xval(%)

	1
	Preposition (baseline)
	66.0

	2
	Verb, Verbclass, Object, ObjectClass, Prep, Noun, NounClass (All lexical features) 
	72.2

	3
	Verb, Object, ObjectClass, Prep, Noun, NounClass 
	72.3

	4
	Verbclass, ObjectClass, Prep, NounClass  (Word Classes)
	73.0

	5
	VerbClass, ObjectClass, Prep, NounClass, VP features, NP features 
	74.1

	6
	VerbClass, ObjectClass, Prep, NounClass, Opt1, Opt2, Hdep2_VP, Hdep3_NP, Par
	73.7

	11
	Vcl, Objcl, P, Ncl, Opt1, Opt2, Op3, HdVP1, HdVP2,  HdNP1, Par
	74.0

	7
	Vcl, Objcl, P, Ncl, Opt1, Opt2, Op3, HdVP1, HdVP2, Iter, HdNP1, HdNP2, HdNP3, Iiter, Par
	74.1

	10
	Vcl, Objcl, P, Ncl, Opt1, Opt2, Op3, HdVP1, HdVP2, HdNP1, HdNP2, HdNP3, Par
	74.1


Table 17: Accuracy of the 4-way distinction for VP-attached PPs.

	
	ASSIGNED CLASSES

	TRUE CLASSES
	
	MOD-NP
	MOD-VP
	ARG-NP
	ARG-VP
	TOTAL

	
	MOD-NP
	65

(true MOD-NP)
	37
	18
	4
	124

	
	MOD-VP
	41
	168

(true MOD-VP)
	25
	36
	270

	
	ARG-NP
	26
	22
	682

(true ARG-NP)
	41
	771

	
	ARG-VP
	11
	22
	91
	101

(true ARG-VP)
	225

	
	TOTAL
	143
	249
	816
	182
	1390


Table 18: Confusion matrix of a sample of the 4-way distinction for VP-attached PPs.

	MOD-NP
	MOD-VP
	ARG-NP
	ARG-VP

	prec.
	recall
	F
	prec.
	recall
	F
	prec.
	recall
	F
	prec.
	recall
	F

	0.45
	0.52
	0.48
	0.67
	0.62
	0.64
	0.83
	0.88
	0.85
	0.55
	0.45
	0.49


Table 18: Measures of Precision and Recall of a sample of the 4-way distinction for VP-attached PPs.

4.3. Summary of results:

Table 19 summarizes the results of all the experiments. The increase of accuracy from the baseline for the different modalities of experiments is considerably higher for the multiple classifications than for the binary classification. This fact confirms the hypothesis that the notion of argumenthood is better defined as a multi-dimensional space of more primitive properties, clustered around a few points in the space (Manning 2002). 

Moreover, the experiment aiming at an argument-modifier distinction for NP-attached PPs has a very high baseline, which makes it very difficult to further improve the accuracy.

Finally, the experiment aiming at a classification of the level of attachment of PP arguments and adjuncts confirms the hypothesis that the problem of disambiguation of the attachment of PPs to NP or VP can be better resolved by using the notion of argumenthood.

	
	2-way  VP
	3-way VP
	4-way VP
	NPs
	Level of attachment

	Baseline
	72.3
	60.3
	59.2
	88.4
	66.0

	Max Accuracy
	81.1
	73.9
	72.7
	89.8
	74.1

	Increase
	08.8
	13.6
	13.5
	01.4
	08.1

	Best performing feature
	Head Dep.
	Optionality
	Optionality
	Head Dep.
	


Table 19: Summary of results.

5.- Comparison with Previous Results

In this section we will summarize the differences between our experiments and the ones described in detail in (Leybold 2001), but taking as the final results the version of (Merlo and Leybold 2001). We will only refer to the experiments that are comparable: those that make a 2-way classification of the argument / adjunct attribute for sentences in which the PP is attached to the verb.

5.1.- Differences in the Scope of the Experiment:

The present experiment has a wider scope than the one described in Leybold (2001). It includes intransitive verbs.

5.2.- Differences in the Data:

The sentences that constitute the corpus of the present experiment were extracted more precisely from the Penn Tree-bank.

The quantity of data augmented (for VP-attachment only):

	
	Present experiment
	Leybold’s experiment

	Single PP sentences
	11234
	6235

	Two PP sentences
	2761
	264


The data for the present experiment was semantically annotated automatically using WordNet, both for verbs and for nouns. We got a set of 16 different classes for verbs, and a set of 27 different classes for nouns. On the contrary, Leybold had annotated the verbs with Levin’s classification, which resulted in a set of 186 different classes. His nouns were annotated both manually and automatically. The automatic annotation of nouns was also done according to the classes in WordNet, while for the manual annotation he used a set of 29 different classes.

Another difference concerning the data used for the experiments is that Leybold eliminated tuples that could not be successfully annotated, thus shrinking the size of the corpus to 4092 tuples, while we kept them in the corpus, annotated with “?”. For us, the consequence of the “?” annotation is that, when making the counts for the measures, all words labelled with a “?” are clustered together as an extra class.

5.3.- Differences in the Implementation of the Measures:

In this section I will briefly point at the differences between the measures implemented for the present experiment and those of Leybold. 

	Present experiment

Optionality Measure:

  Opt1 =      
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    Opt2 =  clustering verbs into WordNet classes.

    Opt3 = clustering verbs and nouns into WordNet classes.

Head Dependence Measure:

   Hdep1  =   
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   Hdep2 = clustering nouns into WordNet classes

Iterativity:

   Iter =    
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backing off to 

1 - WordNet noun classes.

2 - WordNet noun and verb classes.
	Leybold’s experiment

Optionality measure:

(called Head Dependence)
   Hdep1=     
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   Hdep2 = clustering verbs into Levin’s classes.

Head Dependence Measure: 
(called Optionality)

   Opt1 =  Hdeppp = | {v1,v2,v3,…,vn}pp |


    Where PP = prep + manual noun class, and   v = verb tokens.

   Opt2 = manual noun classes, verb types.

   Opt3 = manual noun classes, Levin’s classes verb types.

   Optwn1 = WordNet noun classes, verb tokens.

   Optwn2 = WordNet noun classes,  verb types.

   Optwn2 = WordNet noun classes, Levin’s classes verb types.

   Optcp =     
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Iterativity:

    If (vpn)1 matches (vpn)2 , then

          Iter = “mod”

    Else,

          Iter = “def”

backing off to

            1 - (v,n),  where n = manual noun class.

             2 - (v,p),  where v = Levin’s verb classes.


5.4.- Differences in the Experiments:

The cross-validation reported in Leybold (2001) was done by partitioning the training and the test samples separately, so that no subset of the training data was used for testing. This was necessary because the training data had been directly examined in order to establish the classes for the semantic annotation. For the present study, on the contrary, since all the annotation was done automatically, the corpus was given to the algorithm in one whole file, and was then automatically partitioned at random.

5.5.- Differences in the Results:

For the verb attachment 2-way classification, the overall tendency of the experiment remains the same: the best feature is the Head Dependence measure, and the Iterativity measure is not useful to the classifier. Nevertheless, the overall accuracy of the classifier decreases, as it is shown in the tables below:

Present experiment:

	FEATURES
	Xval Mean %
	Increase from baseline

	Preposition (BASELINE)
	72.3 %
	

	VerbClass, Preposition
	74.9 %
	2.6 %

	VerbClass, Preposition, Hdep1, Hdep2, Opt1, Opt3
	81.1 %
	8.8 %

	VerbClass, Preposition, Hdep1, Hdep2, Opt1, Opt2
	81.1 %
	8.8 %

	VerbClass, Preposition, NounClass, Opt3, Hdep2, Iterat
	79.3 %
	7.0 %

	VerbClass, Preposition, NounClass, Opt3, Hdep2
	78.9 %
	6.6%


Leybold’s experiment

	FEATURES
	Xval Mean %
	Increase from baseline

	Preposition (BASELINE)
	74.0 %
	

	VerbClass, Preposition 
	81.0%
	07.0 %

	VerbClass, Preposition, NounClass, Opt3, Hdep2, Iterat
	85.9%
	11.9 %

	VerbClass, Preposition, NounClass, Opt3, Hdep2
	85.9%
	11.9 %


6- Conclusions

This work has presented some experiments on the automatic distinction of Prepositional Phrase attachments. The main relevance of our methodology is that it makes use of different levels of linguistic knowledge, all automatically inferable from an annotated corpus: the lexical items themselves, the semantic classes of words, and higher level syntactic and semantic information, encoded indirectly in the diagnostics. All these in combination allow a significant improvement on the performance of a supervised learning algorithm. 

The experiments have confirmed all of our hypotheses:

Hypothesis 1: the argument / adjunct distinction can be determined automatically from the lexical information of a minimally annotated corpus. Furthermore, the performance of such a learning method can be effectively improved by approximating the linguistic theory statistically on corpus counts.

Hypothesis 2: the concepts of argument and adjunct are not differentiated in a binary manner, but rather correspond to two opposite extremes of a continuous distribution of properties (see also Manning 2002).

Hypothesis 3: knowledge about the argument status of PP constituents makes a contribution to the decision of their attachment.

A final important contribution of our work to the problems of argument/adjunct distinction and attachment of Prepositional Phrases is to show that these problems are dependent on the notion of semantic classes of words, rather than on individual lexical items.
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Pre-processing Penn Tree-bank tuples:


- Replace 4-digit numbers by “year”, all other numbers and “%” by “quantity”.


- Convert all verbs to lower case


- Transform “ ’s” to “is”


- Lemmatise respecting the case











Penn Tree-bank tuples:


Read the word to be annotated








data.pos


Find the synset 


Read its class number








index.pos


Find the lemma 


Read its first synset








Penn Tree-bank tuples:


Add the number next to its word,


or “?” if the word  wasn’t found








New Penn Tree-bank tuples:


- Convert matched words to lowercase


- Annotate rest of uppercase words with “14”, for “groupings of people or objects”.




















� See section 2.13: “The distinction between “centre” and “periphery” is relative rather than absolute. The verb element is the most “central” element in that (i) its position is normally medial rather than initial or final; (ii) it is normally obligatory; (iii) it cannot normally be moved to a different position in the clause; and (iv) it helps to determine what other elements must occur. For the opposite reasons, adverbials are the most peripheral elements.” (pg 49)


� The tag BNF, after some hesitation, has been given argument status, mostly by overall observation of sentences in the corpus. 


� Although morpha is able to correctly deal with verbs that double their stem consonant, an installation problem made this feature unavailable, with the result that verbs like “sitting” were lemmatised as “sitt”, instead of “sit”, and consequently not found in WordNet. 
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